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Motivation

▪ The rapid growth of the PBMAs market has attracted significant investments.

o In 2022 alone, over twenty brands announced new plant-based facilities and product 

introductions, with most expected to launch by 2024 (GFI, 2022).

▪ New brands enter food markets every year, raising various questions including: 

o Can new brands replicate the early success of existing players in the PBMA market? 

o Will these new entrants compete with existing brands or attract new consumers? 

▪ Addressing these questions is crucial for understanding the market dynamics of new PBMA 

entrants and their potential impact on consumer preferences and overall food industry. 
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Motivation and Objective 1

▪ However, the dynamics of market impacts resulting 

from new brand entries remain underexplored. 

▪ Previous studies across various industries have 

shown mixed entry effects (Cao et al., 2021; 

Reshef, 2023):

o New PBMA entrants may compete with incumbent 

brands without expanding the PBMA market. 

o New PBMA could stimulate market growth by attracting 

new consumers and potentially increasing overall demand 

for PBMAs. 

Objective 1

Examine the impact of new PBMA brand entries on incumbent brands and their role in 

driving the overall market expansion of PBMAs

Figure 2 Google Search Interest of PBMA, incumbent 

brand, and new entry brand in US.

Note: Data is from Google Trends.
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Methods for Objective 1

To reach Objective 1, I use …

▪ Store-month-brand level sales data (one incumbent brand and one entry brand)

▪ Timeframe: January 2019 to December 2020

▪ 6906 stores: 3018 control stores and 3888 treated stores

▪ Dependent variables: 1) Incumbent brand sales, 2) Incumbent brand price, and 3) 
total PBMA sales

Data: IRI Retail Scanner Dataset

▪ Evaluates average entry effects.

▪ It has been widely used in the entry effect literatures (e.g., bike-sharing, 
transportation, and accommodation) (Zervas et al., 2017; Cao et al., 2021; 
Berger et al., 2018)

Model: Two-Way Fixed Effect (TWFE)
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Modeling Issues I

▪ The new brand entry is staggered. 

o The new PBMA brand enters different 

stores at different times: initial entry + 

seven waves of expansion). 

▪ TWFE fails to capture …

o Heterogenous effects: The impact of the 

brand entry varies from one cohort to 

another. 

o Dynamic effects: The impact of the brand 

entry changes over time after the initial 

entry point. 

▪ TWFE strongly relies on …

o the homogeneous treatment effects across 

time and cohorts. 

Figure 3 Data Structure 
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Potential Solutions to Solve Model Issue I
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▪ Recent and emerging literatures suggested the cautious application of TWFE in staggered 

intervention framework and recommended alternative approaches.

Average 

Effects

Dynamic 

Effects

Heterogenous 

Effects

Parallel 

Trend

Baseline

TWFE Biased - - Relaxed

Alternative Approaches

De Chausemartin and D’Haultfoeuille (2020) Unbiased - - Relaxed

Sun and Abraham (2021) Unbiased Y Y Relaxed

Callaway and Sant’Anna (2021) Unbiased Y Y Relaxed

Borusyak et al. (2021, 2024) Unbiased Y Y Strict

Wooldridge (2021) (ETWFE)
Unbiased Y Y

Hetero 

Linear



Objective 2

Objective 2: 

Extend the use of ETWFE in food economics to evaluate heterogeneous and dynamic 

effects associated with staggered entry of new PBMA brands.

▪ ETWFE has been applied to study the effects of staggered adoption of new 

technologies and policy interventions (Berman and Israeli, 2022; Xiao et al., 2023).

▪ Its application in analyzing staggered entry effects in market scenarios remains 

underexplored. 
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Modeling Issues II  
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Identification 
Issues

COVID-19 
Impact

Geographical 
Related

Labor Shortage

Transportation 
Disruption

Input Disruption

Retailer Related

Allocation

Supply 
Resilience

Pricing Strategy

Selection Bias

Geographical 
Related

Pilot Cities

Retailor Related Pilot Retailors

Click to Read: Federal 

Trade Commission Report 

(2024) 

Click to Check the Maps

Click to Check the Maps

Controlling for city fixed 

effects interacted with time 

(3084*24=74,016 dummies)

Controlling for retailor type 

fixed effects interacted with 

time

(3*24=68 dummies)

High dimensional issues

Click to Check the Retailor Types

https://www.ftc.gov/system/files/ftc_gov/pdf/p162318supplychainreport2024.pdf
https://www.ftc.gov/system/files/ftc_gov/pdf/p162318supplychainreport2024.pdf
https://www.ftc.gov/system/files/ftc_gov/pdf/p162318supplychainreport2024.pdf


Combining Methods and Objective 3

Objective 3: 

Extend the use of DML within staggered interventions in food economics by integrating it 

with the rolling approach to handle high dimensionality in estimation.

Double Machine Learning (DML)

Chemozhukov et al. (2017, AER; 2018, The 
Econometrics Journal)

▪ DML provides doubly robust 

estimators when the covariates are 

high dimensional. 

▪ It has been applied in conventional 

DID panel data structure but not 

staggered intervention situations. 

Rolling Approach 

Lee and Wooldridge (2023, WP) 

▪ It is a unit-specific data transformation 

approach to estimate staggered 

treatment effects

▪ It allows the application of DML after 

data transformation. 
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Contributions
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• Filling the literature gap by the empirical evidence of the impact of new 
PBMA brand entry on incumbent brand and its role in driving the overall 
market expansion of PBMAs. 

Empirical Contribution 

• Extending the use of ETWFE to evaluate heterogeneous and dynamic 
brand entry effects, providing a more accurate identification of these 
effects.

• Extending the use of DML within staggered intervention contexts, 
integrating it with the rolling approach in food economics.

• Comparing the performance of TWFE, ETWFE, and rolling approach with 
DML. Contributing to the discussion of the estimations in staggered 
intervention context. 

Methodological Contributions 



Empirical Approach



Model 1: TWFE
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𝑌𝑖𝑡 = 𝛽𝑃𝑜𝑠𝑡𝐸𝑛𝑡𝑟𝑦𝑖𝑡 + 𝛼𝑖 + 𝛾𝑡 + 𝜀𝑖𝑡

• 𝑌𝑖𝑡: Dependent variables at store 𝑖 in month 𝑡

• Incumbent PBMA brand sales (𝐿𝑛(𝑆𝑎𝑙𝑒𝑠)𝐼𝑛,𝑖𝑡)

• Incumbent PBMA brand price (𝑃𝑟𝑖𝑐𝑒𝐼𝑛,𝑖𝑡 ​)

• Total PBMA sales (𝐿𝑛(𝑆𝑎𝑙𝑒𝑠)𝐹𝑃𝐵𝐵𝐴,𝑖𝑡)

• 𝑃𝑜𝑠𝑡𝐸𝑛𝑡𝑟𝑦𝑖𝑡: Dummy variable that equals one if month 𝑡 is on or after the new brand began to 

be sold in store 𝑖;

• 𝛼𝑖: Store fixed effects;

• 𝛾𝑡: Month fixed effects;

• 𝜀𝑖𝑡: Error term.

• 𝛽 measures the average impact of the new entry across time and cohorts.

▪ Model Specification:



Model 2: ETWFE
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▪ Following Wooldridge (2021), each specification was formulated as follows:

𝑌𝑖𝑡 = ෍

𝑔=𝑆

𝑇

𝛿𝑔 ∙ 𝐷𝑖𝑔 + ෍

𝑔=𝑆

𝑇

෍

𝑟=𝑔

𝑇

𝜏𝑔𝑟 ∙ 𝐷𝑖𝑔 ∙ 𝑓𝑟𝑡 + ෍

𝑔=𝑆

𝑇

𝜑𝑔 ∙ 𝐷𝑖𝑔 ∙ 𝑡 + 𝛼𝑖 + 𝛾𝑡 + 𝜀𝑖𝑡

• 𝑌𝑖𝑡: Dependent variables at store 𝑖 in month 𝑡;

• 𝐷𝑖𝑔: Cohort dummy; = 1 if the new brand first enters store 𝑖 in month 𝑔 (referred to cohort 𝑔); 

and zero otherwise, meaning either the store was in control group, or the treatment occurred in 

a different month. 

• 𝑓𝑟𝑡: Binary indicator; =1 if the time 𝑡 corresponds exactly to the post-entry time 𝑟, indicating a 

direct match in the timeline; otherwise, it is set to 0. 

• φg captures the linear time trends of cohort g; the coefficients αi and γt denote the store and 

time fixed effects, respectively; and εit is the error term.  

• 𝜏𝑔𝑟 is the coefficient that measures the entry effect of cohort 𝑔 in post-entry month 𝑟. 



Model 3: Rolling Approach with Double Machine Learning

13/34

Following  Lee and Wooldridge (2023), we implemented four key steps:

Step 4

Assessing doubly robust estimators

Step 3

Constructing sub-datasets

Step 2

Constructing the key independent variables

Step 1

Detrending the outcome variables
Run regressions at store level 

Cohort dummy (𝐷𝑖𝑔) as independent variable

𝑆𝑢𝑏𝐷𝑎𝑡𝑎𝑔𝑟: each post-entry time 𝑟

▪ Treated: Observations of stores in entry cohort 𝑔
▪ Control: Observations of stores never treated

Apply double machine learning on 𝑆𝑢𝑏𝐷𝑎𝑡𝑎𝑔𝑟

▪ Controlling city and store-type fixed effect 

Click for more details



Summary of Empirical Approaches and Outcomes 

Classic Approach Model 1: TWFE Average Effects

Advanced 
Approaches

Model 2: ETWFE
Heterogenous and 

Dynamic Effects
Average Effects

Model 3: Rolling 
Approach with DML

Heterogenous and 
Dynamic Effects

Average Effects
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▪ Comparison 1: Average Effects from three approaches

o Disclose the biasness of TWFE estimates

▪ Comparison 2: Root Mean Squared Errors

o Disclose the model precision



Results



Heterogenous and Dynamic Effects

Heterogenous effects: 

▪ The entry effects differ across entry cohorts: Initial Entry, 

First expansion, Second Expansion.

▪ When the new brand enters the market, the incumbent brand 

sales …

o decrease in both initial entry and first expansion stores

o increase in second expansion stores 

Dynamic effects: 

▪ The entry effects differ across different post-entry times, as 

shown in the x-axes of Figure 3.5. 

▪ Effect increases with post-entry time periods in initial entry 

and first expansion, but diminishes with post-entry time 

periods in second wave of expansion

Figure 5 Heterogenous and dynamic entry 

effects on incumbent brand sales
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Average Effects 
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Dependent 

Variables 

Average Entry Effects

TWFE ETWFE
Rolling Approach 

with DML

𝑳𝒏(𝑺𝒂𝒍𝒆𝒔)𝑰𝒏,𝒊𝒕
-0.015*

(0.006)

-0.541*

(0.050)

-0.682*

(0.162)

𝑷𝒓𝒊𝒄𝒆𝑰𝒏,𝒊𝒕
0.052*

(0.011)

0.627*

(0.050)

1.000*

(0.268)

𝑳𝒏(𝑺𝒂𝒍𝒆𝒔)𝑭𝑷𝑩𝑩𝑨,𝒊𝒕
0.358*

(0.006)

-0.099*

(0.048)

-0.227

(0.164)

▪ There are substantial differences between the 

TWFE and the ETWFE and the rolling approach 

with DML 

▪ These differences have also been found in 

previous research in other topics 

o Callaway and Sant’Anna (2021) 

o de Chaisemartin and D’Haultfoeuille (2020) 

o Xiao et al. (2023) 

o Nagengast and Yotov (2023). 

▪ This difference discloses the biasness of TWFE 

estimates and the improvement of the alternative 

approaches. 



Comparison 2: 
ETWFE vs. Rolling Approach with DML

The rolling approach with DML has smaller (24-45%) RMSE 

than ETWFE. 

o The rolling approach with DML improves model precision 

over the ETWFE model.

RMSE
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Conclusion

▪ Empirical: 

o The results suggest that entry effects vary across geographical locations, entry waves, and 

post-entry times.

▪ Methodological: 

o The TWFE estimates could be biased when the staggered entry effects are not 

homogenous across entry waves and post-entry times, while ETWFE and the rolling 

approach with DML could produce less biased estimates. 

o Compared to the other models, the rolling approach integrated with DML controls for 

selection bias by including high-dimensional covariates, leading to an improved model 

precision ranging from 24.3% to 44.6%.
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THANK YOU

Jiayu Sun 

sunjiay5@msu.edu 

mailto:sunjiay5@msu.edu


Source: USDA ERS (2021) https://www.ers.usda.gov/webdocs/publications/100426/ap-088.pdf?v=199 

Source: Haqiqi and Horeh (2021). https://doi.org/10.1016/j.agsy.2021.103132 

Go Back

Go Back

https://www.ers.usda.gov/webdocs/publications/100426/ap-088.pdf?v=199
https://www.ers.usda.gov/webdocs/publications/100426/ap-088.pdf?v=199
https://www.ers.usda.gov/webdocs/publications/100426/ap-088.pdf?v=199
https://doi.org/10.1016/j.agsy.2021.103132
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The entry of a new brand into 

specific geographical 

locations is not random, as its 

geographical distribution 

varies across entry waves 

Geographical Entry Distribution 

Go Back
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Model 3: Rolling Approach with Double Machine Learning
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Step 1

Detrending the outcome variables

For each store, 𝑖, in a treated cohort, 𝑔, we perform 

store-specific regressions for the pre-treatment 

period 𝑡 = 1, … , 𝑔 − 1: 

𝑌𝑖𝑡𝑔 = 𝛼𝑖 + 𝜃𝑖 ∙ 𝑡

▪ 𝛼𝑖: Store fixed effect;

▪ 𝜃𝑖: Store specific time trend.

Post-entry outcomes are adjusted based on these 

regressions to isolate the effects of new brand entries:

ሶ𝑌𝑖𝑟𝑔 = 𝑌𝑖𝑟𝑔 − ෠𝑌𝑖𝑟𝑔

where ෠𝑌𝑖𝑟𝑔 is the out-of-sample predicted value from 

equation 

Step 2

Constructing the key independent variables

𝐷𝑖𝑔: Cohort dummy; = 1 if the new brand first enters 

store 𝑖 in month 𝑔 (referred to cohort 𝑔); and zero 

otherwise, meaning either the store was in control 

group, or the treatment occurred in a different 

month. 

Go Back



Model 3: Rolling Approach with Double Machine Learning
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Step 3

Constructing sub-datasets

Step 4

Assessing doubly robust estimators

▪ For each entry cohort 𝑔, there are T − 𝑔 + 1 

sub-datasets. 

▪ Each sub-dataset, denoted as 𝑆𝑢𝑏𝐷𝑎𝑡𝑎𝑔𝑟(

)

𝑟 =

𝑔, … 𝑇 , includes: 

• Treated: observations of stores in entry 

cohort 𝑔(𝐷𝑖𝑔 = 1) in specific post-entry 

time 𝑟; 

• Control: observations of stores where the 

new brand never entered (𝐷𝑖∞ = 1) in the 

same time 𝑟. 

▪ Following Chemozhukov et al. (2017, 2018), 

the DML model is specified as follows:

ሶ𝑌𝑖𝑟𝑔 =  𝜃𝑟𝑔 ∙ 𝐷𝑖𝑔 + 𝑔 𝑿𝒊 + 𝑈𝑖𝑟𝑔

𝐷𝑖𝑔 = 𝑚 𝑿𝒊 + 𝑉𝑖𝑟𝑔

• The functions 𝑔 𝑿𝒊  and 𝑚 𝑿𝒊  represent 

unknown function of covariates 𝑿𝒊 (city 

dummies, retailor dummies)

• 𝜃𝑟𝑔 represents the new brand entry effect on the 

treatment group cohort 𝑔 in post-entry month 𝑟. 

Click to check the estimation details of of theta sub r g

Click to check the estimation details of of 𝜃𝑟𝑔 

Go Back
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2017 2018

▪ To estimate the treatment effects, 𝜃𝑟𝑔, we followed Chemozhukov et al. (2017, 2018) and applied three 

additional steps. 

• First, we randomly and evenly split the data into 𝐾 folds (𝐾 = 5) and each fold is represented by 

𝐼𝑘 𝑘 ∈ 𝐾 = 1, … , 𝐾 . 

• Second, for each fold 𝐼𝑘  we estimated the nuisance functions ( ො𝑔 𝑿𝒊 𝑖∈𝐼≠𝑘
 and ෝ𝑚 𝑿𝒊 𝑖∈𝐼≠𝑘

) using 

the data from the remaining 𝐾 − 1 folds (𝐼≠𝑘) as follows: 

where the nuisance functions measure the relationships between covariates 𝑿𝒊 and the treatment 

indicator 𝐷𝑖𝑔. 

• Finally, we averaged the treatment effect estimates ( መ𝜃𝑟𝑔,𝑘 ​) across the 5 folds to obtain the overall 

estimation of መ𝜃𝑟𝑔 for each entry cohort 𝑔and post-entry time, መ𝜃𝑟𝑔 =
1

𝐾
σ𝑘=1

𝐾 መ𝜃𝑟𝑔,𝑘. 

DML Procedure 

https://pubs.aeaweb.org/doi/pdfplus/10.1257/aer.p20171038
https://academic.oup.com/ectj/article/21/1/C1/5056401
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To compare the performance of the ETWFE model and the rolling approach integrated with DML, we used the 

Root Mean Squared Error (RMSE); the smaller out-of-sample RMSE represents more precise model estimation. 

Following Bajari et al. (2015), for the ETWFE method, the RMSE was calculated as the root mean squared 

differences between actual value of outcome variables and the predicted value of outcome variables on the out-of-

sample data: 

1

𝑛
σ𝑖=1,𝑖∈𝐼𝑘

𝑛 ( ෠𝑌𝑖𝑟𝑔 − 𝑌𝑖𝑟𝑔)2.

Scherbakov et al. (2013)

For the method of rolling approach with DML, the RMSE was calculated by taking the square root of the average of 

the squared differences between the predicted values and the actual values of the outcome variables for each data 

point in the out-of-sample dataset:

1

𝑛
σ𝑖=1,𝑖∈𝐼𝑘

𝑛 ( ෢ሶ𝑌𝑟𝑔𝑖
− ሶ𝑌𝑟𝑔𝑖

)2.

It is important to note that the out-of-sample RMSEs for the ETWFE are based on the actual dataset, while those for 

the rolling approach with DML are derived from the detrended data. To make the RMSEs from these two methods 

comparable, we follow the normalization method described by Scherbakov et al. (2013). 

RMSE Calculation 

https://www.researchgate.net/profile/Adriaan-Brebels/publication/281718517_A_survey_of_forecast_error_measures/links/56f43b2408ae81582bf0a1a9/A-survey-of-forecast-error-measures.pdf


Results from the ETWFE Rolling Approach with DML: 
Incumbent Brand Sales 

Heterogenous effects: 

▪ When the new brand enters the market, the sales of incumbent PBMA brand …

o decrease in both initial entry and first expansion stores

o increase in second expansion stores 

Dynamic effects: 

▪ (-) Negative effect of new brand entry increases with post-entry time periods in initial entry and first 

expansion

▪ (+) Positive effect of new brand entry diminishes with post-entry time periods in second wave of expansion
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Results from the ETWFE Rolling Approach with DML: 
Incumbent Brand Price 

Heterogenous effects: 

▪ When the new brand enters the market, the incumbent PBMA brand price …

o increase in both initial entry and first expansion stores

o decrease in second expansion stores 

Dynamic effects: 

▪ (+) Positive effects are statistically significant across post-entry time periods in initial entry and first 

expansion 

▪ (-) Negative effects are only statistically significant in early post-entry times in the second expansion 
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Results from the ETWFE Rolling Approach with DML: 
Total PBMA Sales

Heterogenous effects: 

▪ When the new brand enters the market, the total PBMA sales …

o decrease in both initial entry and first expansion stores (except in early post-entry times)

o increase in second expansion stores 

Dynamic effects: 

▪ In initial entry stores, the new brand entry increases total PBMA sales in early post-entry times but decreases 

it in later post-entry times.
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Results 3: Heterogenous Entry Effects on Incumbent PBMA Brand Sales 

31



Results 3: Entry Effects on Incumbent PBMA Brand Price 
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Results 2: Entry Effects on Total PBMA Sales
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